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On the cover
Mercury concentrations in fish at Lake Mead National Recreation Area (Nevada and Arizona) are below the national average. Nevertheless, the National Park Service wanted to assess the potential differences in human exposure to the toxic metal based on the edible portion of different sizes of fish from various lake locations. The author of our cover article on the accuracy of software calculations, Roy Irwin, conducted the analysis in 1998. Neither sample sizes nor numbers were very large--circumstances that if true might cause concern--and Microsoft Excel was satisfactory in calculating summary statistics such as the mean, median, and confidence levels. On page 32 Irwin describes a variety of potentially problematic conditions that can affect the accuracy of software calculations.
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Disclaimer: No government endorsement is implied for
software examples mentioned. No representation is made
that all worthy software alternatives are mentioned or that
all potential kinds of problems are described.

racy of statistical calculations in MS Excel, including Cox (2000), Cryer

(2001), Knusel (1998), McCullough (1998), McCullough (1999), and
McCullough and Wilson (1999). Considering the prevalent use of MS Excel by
employees of the National Park Service (NPS), what should NPS scientists know
about the findings of these publications and the advice of statistical experts? Are
calculations in MS Excel—the “standard spreadsheet” used by NPS employees—
accurate enough to be credible? Should the National Park Service heed the strong
condemnations of Cryer (2001)—“Friends Don’t Let Friends Use Excel for
Statistics!”—or the more subdued advice of McBride (see details below) that “MS
Excel is fine for basic calculations, except percentiles and odd data sets”?

After reviewing the findings in these papers and discussing the issues with inde-
pendent experts in statistics, I have decided that the answer depends on the situa-
tion; therefore, it is difficult to provide blanket “one size fits all” guidance.
Instead, I will attempt to alert the National Park Service to some of the issues and
summarize some of the basic information that NPS scientists should know.

5 everal recent publications have discussed potential problems with accu-
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What's ‘accurate erzoz/yﬁ =

First, I need to consider briefly how to define “accurate
enough” in the context of software calculations.
Uncertainty in accuracy of

software is just one of many Uncertaint, // n accur UC‘//

known sources of uncer-
tainty. Another source is
measurement uncertainty.
For environmental studies,
measurement uncertainty
(factoring in both precision
and systematic error, i.e.,
bias) is seldom lower than plus or minus 3% and is often
much higher for parameters like pesticides or for observa-
tions such as “percent embeddedness in cobbles” in
stream bottom sediments.

The National Institute of Standards and Technology
(NIST) publishes International Organization for
Standardization or ISO-compatible sum-of-squares equa-
tions for combining uncertainty from many sources
(Taylor and Kuyatt 1994). In these equations, if the (stan-
dard deviation) contributor to uncertainty from one
source is five times lower than another contributor, it is
considered trivial and, therefore, not considered in the
overall uncertainty equation.

In some cases where the MS Excel answer is not exactly
right, that contribution to uncertainty may be considered
trivial compared to others. For example, in one of the
publications outlining deficiencies in MS Excel
(McCullough and Wilson 1999), a standard deviation cal-
culated by MS Excel was 0.0790105482336451. This was
compared to a “correct” standard deviation of

oF s0fTware /s /2/57‘ one
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Now What Was That Eoum?'//y Rule ?

+0.0790105482336451
/'w////a?}”fe/’e//ffmm 0.0790105478190518
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0.0790105478190518 calculated by a benchmark standard.
Although environmental specialists have to be careful
not to round numbers too aggressively before using them
in subsequent calculations, typically neither rounding
rules nor uncertainty estimates justify using more than two
or three significant figures in final environmental measure-
ment results. Rounding rules for final results often amount
to a crude (better than nothing) way to account for uncer-

oF /lld/////é//()l’/// s0urces of

tainty. More modern ways to account for uncertainty
include confidence intervals for summary statistics and
estimates of measurement uncertainty for individual
observations. Such uncertainty estimates for environmen-
tal data sets often make it clear that we are seldom certain
of more than three significant figures, and sometimes we
are not certain of more than one or two. The difference
between the two examples of standard deviation values
shown in the illustration on this page would typically not
approach one-fifth of the total estimated uncertainty from
combined sources, and thus would usually be considered
trivial and not added to overall uncertainty equations.
Furthermore, neither measurement uncertainty nor
uncertainty in summary statistics usually account for the
largest contributions to overall uncertainty. Other com-
mon contributors to uncertainty include model uncertain-
ty, uncertainty in how representative the sample is of the
larger population, and errors arising from not using soft-
ware correctly. In fact, using software incorrectly may be
more common when using dedicated statistical software
than when using the more familiar, “user-friendly,” and
ubiquitous MS Excel. Other common sources of errors
and uncertainty include choosing the wrong analysis, not
meeting critical assumptions, and cumulative rounding
errors. Furthermore, there are inherent uncertainties relat-
ed to our imperfect knowledge of biology and physical sci-
ence, wrong or crude theories, and various sampling
errors. Such errors typically vary in magnitude in both
time and space. Collectively, these “additional” sources of
uncertainty are probably of greater magnitude than soft-
ware calculation errors, particularly for simple summary
statistics.
I'have as yet to see any exam-
ples where MS Excel gave an
answer for simple statistics—
such as a mean or a sample
standard deviation—“differ-
ent enough” not to be consid-
ered trivial in comparison
with other sources of uncer-
tainty in environmental vari-
ables. Many users conclude
that for very simple calcula-
tions—like a population stan-
dard deviation, a mean, or
even a 95% “t distribution”
confidence interval—answers in MS Excel may be “accu-
rate enough” for analyzing environmental data sets and
for commonly used statistics. Hence, given that NPS
offices typically already have MS Excel, investment in
dedicated statistical software may be difficult to justify.
Graham McBride (National Institute of Water and
Atmospheric Research in New Zealand) uses and deems
MS Excel useful for some routine analyses, for less-rou-
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tine multiple one-sided
(TOST) tests for inequiva-
lence, and for some
Bayesian statistics that use
routine functions. McBride
points out that MS Excel is
fine for basic calculations
such as means, standard
deviations, and t values,
and that most of the criti-

Users should not
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only for very odd data.
Although MS Excel may
have problems with per-
centiles, so does the software S-Plus. Except for SAS, sta-
tistics packages typically do not explain that there is no
one “right” way to calculate
percentiles, let alone tell
you which one they use.
Users should not assume
that a particular computer
package is automatically
acceptable for their purposes; they should seek expert sta-
tistical advice when needed. The level of explanation in
manuals and help files is often poor (Graham McBride,
personal communication, 2002).

Calculating complicated statistics (e.g., regression statis-
tics) may be risky when using MS Excel. Such calculations
performed in MS Excel may not yield acceptable levels of
accuracy. Hence, for complicated statistics, the investment
in dedicated statistical software would be more easily
defended, especially in legally or professionally contentious
settings. Users should keep in mind, however, that even
dedicated statistics software packages can have difficulty
with complicated data sets: those that involve large num-
bers (usually greater than six digits), have a very large sam-
ple size (high n), or have constant leading digits (e.g.,
90000001, 90000002, and 90000003).

Odd or difficult data sets are typically rare in environ-
mental work, but this may change as more and more con-
tinuous data readout probes are used and the National
Park Service accumulates long-term data sets from Vital
Signs and other long-term monitoring programs.

needed”
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What sample sizes are foo /a/ye P

If the individual numbers are high six digits, and the
sample size is anything but small, the data set may be
starting to “become difficult” even for the relatively sim-
ple standard deviation determinations in MS Excel.
However, determining the case-by-case limitations may
be challenging for ordinary users. It would be nice if the
software makers explained particular conditions for
each software-hardware combination: if the sample size
is less than “n” and no numbers have more than “z” dig-
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its, then large sample or large number-related problems
will not arise, but they do not (Bruce McCullough,
Federal Communications Commission, personal com-
munication, 2000).

In cases where percentiles or complicated statistics are
calculated in MS Excel, I recommend that for the pur-
pose of quality assurance, data analyses should be repli-
cated on at least one “dedicated” statistical software pro-
gram to help ensure accuracy. This software should be
dedicated to statistical tasks, such as the following (not
necessarily complete) list of typical or widely used
examples: SAS, SPSS, SYSTAT, MATHEMATICA,
EquivTest, WQStat, MINITAB, STATGRAPHICS,
STATA, MAPLE, or S-PLUS.

Words of caution

When complicated statistics are to be calculated, when
very large or otherwise difficult data sets are to be ana-
lyzed, or when legal or rigorous professional challenges are
expected, a logical first step for “additional” quality assur-
ance in software accuracy
would be to compare results

of analyses of published 7he more co//)/a licated

standard data sets of certified 742 57g7/5 f/C‘, 74e more

NIST correct answers for
calculations of the same type
as will be performed for the
work at hand (see NIST
2000).

One thing users should keep in mind: the more com-
plicated the statistic, the more can go wrong. Therefore,
we should not be surprised to see more software errors
of multivariate or other complicated procedures than in
calculations of the sample mean. McCullough’s 1999
summary confirms more errors on the relatively compli-
cated statistical procedures (such as multi-factor
ANOVAs and nonlinear regressions) than on the rela-
tively simple univariate procedures (McCullough 1999).

Cox (2000) likewise suggested that areas in which MS
Excel may be unreliable include some relatively complex
tasks and unusual data sets:

can go W/‘My. ’

- Standard deviations and statistics (e.g., t-tests) relying
on standard deviation calculations that have large num-
bers with low variation

« Multiple regressions with very high collinearity

+ Nonlinear regression problems

- Distribution tail areas beyond about 10-6

 Procedures (e.g., bootstrap) that rely on a good random
number generator

Cryer (2001) offers one of the more strongly worded
cautions against using MS Excel for statistics, citing not
only problems with regression analyses but also with
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graphing functions and even with the algorithms used to
calculate simple summary statistics such as a standard
deviation. Cryer points out that MS Excel has problems
with how it treats missing data and same values; it also,
among other things, may display many more digits than
are warranted.

The problem of displaying too many digits is not limited
to MS Excel, however. Some programs allow users to
specify the number of digits reported, and in any case, it is
typically up to users to apply logical rounding rules, such
as those summarized by Irwin (2003). In trials for calcu-
lating a sample standard deviation with MS Excel and
other dedicated statistical software (i.e., SYSTAT), both
programs usually tended to return the same standard
deviation when rounded to a reasonable number of digits,
so I remain unconvinced that there is a major problem
with the way MS Excel calculates sample standard devia-
tions for typical environmental data sets.

Ea//'aé/ﬁf// oF oTher soffware programs

What about reliability of other software programs?
Although potential problems with MS Excel have been
well publicized, it is less well known that other software
and software-hardware combinations can have problems
and limitations too. Even dedicated statistical software
programs can have difficulty with very difficult or con-
trived data sets. Using relatively difficult tests in 1999,
flaws were discovered in the then-current versions of
widely used statistical packages such as SAS, SPSS, and S-
Plus (McCullough 1999). In a separate comparison
involving relatively simple tests, problems were noted
with some of the dedicated statistical packages. In general,
however, more serious problems were reported with MS
Excel (Landwehr and Tasker 1999).

The picture gets further muddied when considering
various multivariate, ordination, and phylogenetic classifi-
cation programs. For example, taxonomists use such pro-
grams to help classify the phylogenetic relationships
between species. Many schemes are used, and some pro-
grams are developed by individuals and have very little
documentation. Users should be aware that the answers
may be suspect and are not always consistent between dif-
ferent programs. For example, in one trial, taxonomists
tried several popular multivariate software programs on
identical data sets and came up with very different
answers. When they entered data in a different order, they
got yet other answers (Terry Frest, consultant and mala-
cologist, personal communication, 2000).

Controlling a measurement process is difficult without
controlling for systematic error (bias). Bias is difficult to
estimate if one cannot identify what the right, or at least
the “expected,” answer is. This makes quantifying uncer-
tainty in the answers from many multivariate, ordinations,

and classification programs very difficult. Typically only
expert opinion, nonstatistical, or qualitative estimates of
uncertainty are possible.

For additional details on estimating measurement and
simple types of model uncertainty, see Irwin (2003).
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